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Task 

Answering a cloze-style question
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Detect relationship between the question and the words in given document
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Vector embedding

Covert every word in text data into one hot vector

One hot Vector
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Vector Embedding to RNN

ℎ𝑡 = tanh(𝑊𝑥𝑡 +𝑊ℎ𝑡−1)

Vector embedding to RNN model 

ℎ𝑡+1 remembers weights of ℎ𝑡−1 and ℎ𝑡
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Vector Embedding to RNN

ℎ𝑡 = tanh(𝑊𝑥𝑡 +𝑊ℎ𝑡−1)

‘ ‘ ‘

concat concat concat

The = movie + was

Was = the + movie

ℎ𝑡 = tanh(𝑊𝑥𝑡 +𝑊ℎ𝑡−1)‘ ‘

Vector embedding to Bi directional RNN model 

ℎ𝑡+1 remembers weights of ℎ𝑡−1 and ℎ𝑡
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Intuitive Explanation
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Task

Answering a cloze-style question

The answer to which depends on the understanding of a context document provided with the question
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Task

Detect relationship between the question and the words in given document

1. Embed the words in document

2. Embed the whole question

3. Calculate the similarity between the two embedded vectors
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Task

Detect relationship between the question and the words in given document

Model guideline: set of possible answers from the document 

Tavon WatsonHighway Patrol

Walt Disney World SpeedwayLamborghini

Model guideline



Input Data: CBT-CN example data set

1 When she got home she shut herself up in her room and cried 2 There was nothing for her to do but resign , she thought

dismally . 3 On the following Saturday Esther went for an afternoon walk , carrying her kodak with her . 4 It was a

brilliantly fine autumn day , and woods and fields were basking in a mellow haze . 5 Esther went across lots to Mrs. Charley

Cropper 's house , intending to make a call . 6 But the house was locked up and evidently deserted , so she rambled past it to

the back fields . 7 Passing through a grove of maples she came out among leafy young saplings on the other side . 8 Just

beyond her , with its laden boughs hanging over the line fence , was the famous plum tree . 9 Esther looked at it for a

moment . 10 Then an odd smile gleamed over her face and she lifted her kodak . 11 Monday evening Esther called on Mr.

Cropper again . 12 After the preliminary remarks in which he indulged , she said , with seeming irrelevance , that Saturday

had been a fine day . 13 `` There was an excellent light for snapshots , '' she went on coolly . 14 `` I went out with my kodak

and was lucky enough to get a good negative . 15 I have brought you up a proof . 16 I thought you would be interested in it .

'‘ 17 She rose and placed the proof on the table before Mr. Cropper . 18 The plum tree came out clearly . 19 Bob and Alf

Cropper were up among the boughs picking the plums . 20 On the ground beneath them stood their father with a basket of

fruit in his hand .

Mr. Cropper looked at the XXXXX and from it to Esther .

Saturday, boughs, face, father, home, nothing, proof, remarks, smile, woods

Document

Question

Answer candidates
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Attention Sum Reader Architecture

Document

What was supposed to be a fantasy sports car ride ⋯
Question

Officials say the driver ⋯ lost control of a xxxxx
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lambo was fantasy sports that⋯ ⋯ ⋯⋯ ( officials ) (lost)⋯

𝒍𝒂𝒎𝒃𝒐

𝒍𝒂𝒎𝒃𝒐, 𝒅

𝑝 𝑐𝑎𝑟 𝑞, 𝑑
=σ𝑖∈𝐼(𝑐𝑎𝑟|𝑞,𝑑) 𝑆_𝑖

= 𝑆1 + 𝑆5

𝑝 𝑙𝑎𝑚𝑏𝑜 𝑞, 𝑑
=σ𝑖∈𝐼(𝑙𝑎𝑚𝑏𝑜|𝑞,𝑑) 𝑆_𝑖

= 𝑆1 + 𝑆5



Attention Sum Reader Architecture
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Document

What was supposed to be a fantasy sports car ride ⋯
Question

Officials say the driver ⋯ lost control of a xxxxx

What was fantasy sports car⋯ ⋯ ⋯⋯ ( officials ) (lost)⋯

What, was, supposed, 

to, be, a, fantasy, 

sports, car, ride, 

officials, say, the, 

driver, lost, … , 

control, of, XXXX
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Attention Sum Reader Architecture

cc c c c c c

Document

What was supposed to be a fantasy sports car ride ⋯
Question

Officials say the driver ⋯ lost control of a xxxxx
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was fantasy sports car⋯ ⋯ ⋯⋯ ( officials ) (lost)⋯thatlambo



Attention Sum Reader Architecture

c c c c c c c

Similarity calculation 

between the question embedding and 

word embeddings of documents

c c

Document

What was supposed to be a fantasy sports car ride ⋯
Question

Officials say the driver ⋯ lost control of a xxxxx
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What was fantasy sports car⋯ ⋯ ⋯⋯ ( officials ) (lost)⋯thatlambo



Attention Sum Reader Architecture

c c c c c c c

c c

Document

What was supposed to be a fantasy sports car ride ⋯
Question

Officials say the driver ⋯ lost control of a xxxxx
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𝑠𝑖 = 
exp( )

σ exp( )

c c

c c

Answer probability 

over the words in 

the document

What was fantasy sports car⋯ ⋯ ⋯⋯ ( officials ) (lost)⋯thatlambo



Attention Sum Reader Architecture

c c c c c c c

c c

Document

What was supposed to be a fantasy sports car ride ⋯
Question

Officials say the driver ⋯ lost control of a xxxxx
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Pointer Sum Attention

< Answer probability per word >

Answer probability 

over the words in 

the document

car was fantasy sports⋯ ⋯⋯ ( officials ) (lost)⋯

𝐼 = set of positions where 𝑤 appears 

in document d

q, d𝑝 𝑙𝑎𝑚𝑏𝑜 𝑞, 𝑑
=σ𝑖∈𝐼(𝑙𝑎𝑚𝑏𝑜|𝑞,𝑑) 𝑆_𝑖

= 𝑆1 + 𝑆5

lambo that



Attention Sum Reader Training Details

1. Answer Candidate and pointer sum attention (word probability among document)

2. Minimize negative log likelihood

where 𝑎 is the correct answer probability for the question 𝑞 and document 𝑑,

𝑃𝜃 is the word probability of the word from answer candidate
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Lambo, Walt Disney, World Speedway, Highway Patrol, Tavon Watson, nothing, proof, remarks, smile, woods

[ 1, 0, 0, 0, 0, … , 0, 0 ,0 ,0 ]

answer

[ 0.6, 0.05, 0.1, 0.0, … , 0.1, 0.0, 0.1 ,0.0 ,0.0 ]

model output

,

# of  answer candidates (10) # of  answer candidates (10)



Attention Sum Reader Evaluation

1. Single model 

2. Ensemble model : use simple averaging of the answer probabilities predicted by ensemble members

Average Ensemble (average weight)

Choose top 20% of all trained models from validation

Greedy Ensemble (average weight through greedy learning 

Add the 70% of best performing model that had not been previously tried
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Attention Sum 

Reader

Attention Sum 

Reader

Attention Sum 

Reader

Attention Sum 

Reader

Attention Sum Reader (Ensemble)



Attention Sum Reader Datasets
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CBT Data set Daily mail data setCNN  data set



Attention Sum Reader Results
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Accuracy Measure



Attention Sum Reader Evaluation

Good case Fine case
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Conclusion
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1. Natural Language text comprehension task 

Answer to cloze-style question from a document

2. Simple but explicit neural model

3. An analysis by Chen et al., 2016 suggests that CNN and Daily Mail dataset are difficult to

understand for humans and the model may achieve the maximal accuracy 
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Thank you 



Appendix

CBT CN : CBT Common Nouns

CBT NE : CBT Named Entities
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Vocab dimension 52,263

Embedding dimension 200

Hidden dimension 128

RNN type GRU

Gradient clipping 10

Embedding matrix initialization: uniformly random  

Appendix


